
"Can	  innova)on	  ever	  be	  
responsible?	  	  Is	  it	  ever	  irresponsible	  

not	  to	  innovate?”	  
Richard	  Jones	  



Two	  current	  narra)ves	  about	  
innova)on	  

•  Technological	  innova)on	  is	  
accelera)ng	  	  

•  The	  pace	  of	  innova)on	  is	  beyond	  
society’s	  ability	  to	  control	  it	  

•  Technological	  innova)on	  is	  
slowing	  down	  

•  The	  pace	  of	  innova)on	  is	  
insufficient	  to	  save	  us	  from	  
secular	  stagna)on	  



The	  Beano,	  12	  October	  2014	  

Everyone	  knows	  what	  irresponsible	  
innova)on	  looks	  like…	  



Irresponsible	  innova)on	  

•  Exponen)al	  self-‐replica)ng	  
nanobots	  consume	  the	  
en)re	  biosphere	  

•  Probably	  not	  en)rely	  
desirable	  as	  an	  outcome	  

•  How	  likely	  is	  it?	  
•  What	  purposes	  are	  served	  

by	  this	  kind	  of	  “existen)al	  
risk	  discourse”?	  



Irresponsible	  innova)on?	  
•  Gene)c	  modifica)on	  and	  

synthe)c	  biology	  to	  make	  
pathogens	  more	  
dangerous…	  

•  recreate	  historical	  
pathogenic	  strains…	  

•  or	  create	  en)rely	  new	  
pathogens…	  

•  Some	  legi)mate	  grounds	  
for	  research,	  perhaps	  

•  But	  certainly	  cause	  for	  
concern	  



Responsible	  or	  irresponsible?	  	  
Geoengineering	  

•  Con	  
– Opportunity	  cost	  	  
– Moral	  hazard	  

•  Pro	  
– We	  might	  need	  it…	  
– So	  why	  not	  do	  the	  
research	  so	  we’re	  
prepared?	  





Responsible	  or	  irresponsible?	  
Fracking	  

•  Pro	  
–  Gas	  replaces	  coal	  –	  
transi)on	  fuel?	  

–  Economic	  growth	  
–  Energy	  security	  

•  Con	  
–  Locks	  in	  fossil	  
dependency	  

– Methane	  leakage	  –	  
greenhouse	  gas?	  

–  Environmental/water	  
effects?	  

Gasland.	  	  2010	  film	  



Responsible	  or	  irresponsible?	  



Interes)ng	  things	  about	  Wonga	  

•  Private	  sector	  
•  Social	  as	  much	  as	  technical	  
•  But	  technical	  underpinnings	  already	  in	  place	  (through	  
mixture	  of	  state/open	  source/commercial	  innova)on)	  

•  Probably	  not	  foreseen	  	  
–  (or	  was	  it	  –	  when	  were	  pornography,	  gambling	  and	  loan	  
sharking	  ever	  not	  the	  first	  sectors	  to	  take	  advantage	  of	  
new	  technology?)	  

•  Controlled	  a^er	  the	  event	  by	  regula)on	  –	  FCA	  ruling	  
•  In	  a	  sector	  in	  which	  “disrup9on”	  is	  regarded	  as	  a	  virtue	  



Is	  it	  more	  responsible	  not	  to	  innovate	  
at	  all?	  

•  We	  already	  have	  enough	  
technology	  

•  We	  should	  more	  fairly	  
distribute	  the	  fruits	  of	  
the	  technology	  we	  have	  

•  New	  technologies	  –	  
par)cularly	  nanotech	  
and	  GM	  –	  have	  too	  much	  
poten)al	  for	  damage	  
and	  should	  be	  abjured	  



Not	  enough	  –	  when	  it’s	  irresponsible	  
not	  to	  innovate	  

We	  are	  existen)ally	  
dependent	  on	  technology	  

But	  the	  technologies	  we	  
depend	  on	  are	  not	  
sustainable	  



The	  two	  men	  who	  created	  our	  
predicament	  

Karl	  Bosch	  1874	  -‐	  1940	  Fritz	  Haber	  1868	  -‐	  1934	  



Energy	  and	  food	  

From	  Energy	  in	  World	  History,	  Vaclav	  Smil	  

1900	  to	  1990	  saw	  a	  30%	  increase	  in	  cul)vated	  land,	  but	  energy	  
inputs	  per	  hectare	  –	  from	  ar)ficial	  fer)lizers	  and	  mechanical	  
farming	  implements	  -‐	  increased	  more	  than	  eightyfold.	  	  The	  result	  
was	  big	  increases	  in	  yield	  per	  hectare.	  



We	  eat	  oil…	  

1	  tonne	  of	  English	  winter	  wheat	  embodies	  
about	  20	  kg	  of	  fixed	  nitrogen	  in	  fer)lizer	  

10	  tonnes	  of	  fixed	  nitrogen	  
in	  fer)lizer	  embodies	  6.7	  
tonnes	  of	  oil	  

Without	  Haber-‐Bosch	  fixed	  
nitrogen	  more	  than	  half	  the	  
world’s	  popula)on	  would	  
starve	  



What	  burning	  all	  that	  carbon	  did	  
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Observations:  Atmosphere and Surface Chapter 2
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Particular controversy since AR4 has surrounded the LSAT record over 
the United States, focussed on siting quality of stations in the US His-
torical Climatology Network (USHCN) and implications for long-term 
trends. Most sites exhibit poor current siting as assessed against offi-
cial WMO siting guidance, and may be expected to suffer potentially 
large siting-induced absolute biases (Fall et al., 2011). However, overall 
biases for the network since the 1980s are likely dominated by instru-
ment type (owing to replacement of Stevenson screens with maximum 
minimum temperature systems (MMTS) in the 1980s at the majori-
ty of sites), rather than siting biases (Menne et al., 2010; Williams et 
al., 2012). A new automated homogeneity assessment approach (also 
used in GHCNv3, Menne and Williams, 2009) was developed that has 
been shown to perform as well or better than other contemporary 
approaches (Venema et al., 2012). This homogenization procedure 
likely removes much of the bias related to the network-wide changes 
in the 1980s (Menne et al., 2010; Fall et al., 2011; Williams et al., 2012). 
Williams et al. (2012) produced an ensemble of data set realizations 
using perturbed settings of this procedure and concluded through 
assessment against plausible test cases that there existed a propensity 
to under-estimate adjustments. This propensity is critically dependent 
upon the (unknown) nature of the inhomogeneities in the raw data 
records. Their homogenization increases both minimum temperature 
and maximum temperature centennial-time-scale USA average LSAT 
trends. Since 1979 these adjusted data agree with a range of reanalysis 
products whereas the raw records do not (Fall et al., 2010; Vose et al., 
2012a).

Regional analyses of LSAT have not been limited to the United States. 
Various national and regional studies have undertaken assessments for 
Europe (Winkler, 2009; Bohm et al., 2010; Tietavainen et al., 2010; van 

2.4 Changes in Temperature

2.4.1 Land Surface Air Temperature

2.4.1.1 Large-Scale Records and Their Uncertainties

AR4 concluded global land-surface air temperature (LSAT) had 
increased over the instrumental period of record, with the warming 
rate approximately double that reported over the oceans since 1979. 
Since AR4, substantial developments have occurred including the pro-
duction of revised data sets, more digital data records, and new data 
set efforts. These innovations have improved understanding of data 
issues and uncertainties, allowing better quantification of regional 
changes. This reinforces confidence in the reported globally averaged 
LSAT time series behaviour.

Global Historical Climatology Network Version 3 (GHCNv3) incorpo-
rates many improvements (Lawrimore et al., 2011) but was found to 
be virtually indistinguishable at the global mean from version 2 (used 
in AR4). Goddard Institute of Space Studies (GISS) continues to provide 
an estimate based upon primarily GHCN, accounting for urban impacts 
through nightlights adjustments (Hansen et al., 2010). CRUTEM4 
(Jones et al., 2012) incorporates additional station series and also 
newly homogenized versions of many individual station records. A new 
data product from a group based predominantly at Berkeley (Rohde 
et al., 2013a) uses a method that is substantially distinct from ear-
lier efforts (further details on all the data sets and data availability 
are given in Supplementary Material 2.SM.4). Despite the range of 
approaches, the long-term variations and trends broadly agree among 
these various LSAT estimates, particularly after 1900. Global LSAT has 
increased (Figure 2.14, Table 2.4).

Since AR4, various theoretical challenges have been raised over the 
verity of global LSAT records (Pielke et al., 2007). Globally, sam-
pling and methodological independence has been assessed through 
sub-sampling (Parker et al., 2009; Jones et al., 2012), creation of an 
entirely new and structurally distinct product (Rohde et al., 2013b) and 
a complete reprocessing of GHCN (Lawrimore et al., 2011). None of 
these yielded more than minor perturbations to the global LSAT records 
since 1900. Willett et al. (2008) and Peterson et al. (2011) explicitly 
showed that changes in specific and relative humidity (Section 2.5.5) 
were physically consistent with reported temperature trends, a result 
replicated in the ERA reanalyses (Simmons et al., 2010). Various inves-
tigators (Onogi et al., 2007; Simmons et al., 2010; Parker, 2011; Vose et 
al., 2012a) showed that LSAT estimates from modern reanalyses were 
in quantitative agreement with observed products. 
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Figure 2.14 | Global annual average land-surface air temperature (LSAT) anomalies 
relative to a 1961–1990 climatology from the latest versions of four different data sets 
(Berkeley, CRUTEM, GHCN and GISS).

Table 2.4: | Trend estimates and 90% confidence intervals (Box 2.2) for LSAT global average values over five common periods. 

Data Set
Trends in °C per decade

1880–2012 1901–2012 1901–1950 1951–2012 1979–2012
CRUTEM4.1.1.0 (Jones et al., 2012) 0.086 ± 0.015 0.095 ± 0.020 0.097 ± 0.029 0.175 ± 0.037 0.254 ± 0.050

GHCNv3.2.0 (Lawrimore et al., 2011) 0.094 ± 0.016 0.107 ± 0.020 0.100 ± 0.033 0.197 ± 0.031 0.273 ± 0.047

GISS (Hansen et al., 2010) 0.095 ± 0.015 0.099 ± 0.020 0.098 ± 0.032 0.188 ± 0.032 0.267 ± 0.054

Berkeley (Rohde et al., 2013) 0.094 ± 0.013 0.101 ± 0.017 0.111 ± 0.034 0.175 ± 0.029 0.254 ± 0.049

Global	  annual	  average	  land	  surface	  
temperature	  anomaly	  rela)ve	  to	  1961-‐1990,	  
four	  different	  data	  sets	  	  
P187,	  Climate	  Change	  2013	  The	  Physical	  Science	  Basis	  (WG1,	  AR5),	  
IPCC	  	  	  

	  

Source:	  IPCC	  AR4	  



Source:	  BP	  Energy	  Outlook	  2030	  

Our	  fossil	  fuel	  dependence	  grows	  



Drivers	  of	  fossil	  fuel	  dependence	  



What	  can	  we	  expect	  for	  the	  future?	  

rapid	  economic	  growth,	  a	  
global	  popula)on	  that	  peaks	  
in	  mid-‐century	  and	  rapid	  
introduc)on	  of	  new	  and	  
more	  efficient	  technologies	  

rapid	  change	  in	  economic	  
structures,	  with	  
reduc)ons	  in	  material	  
intensity	  and	  the	  
introduc)on	  of	  clean	  and	  
resource-‐efficient	  
technologies.	  

high	  popula)on	  growth,	  slow	  
economic	  development	  and	  
slow	  technological	  change	  

Source:	  pp	  89&94,	  Climate	  Change	  2013	  The	  
Physical	  Science	  Basis	  (WG1,	  AR5),	  IPCC	  	  	  
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Figure TS.19 |  Compatible fossil fuel emissions simulated by the CMIP5 models for the four RCP scenarios. (Top) Time series of annual emission (PgC yr–1). Dashed lines represent 
the historical estimates and RCP emissions calculated by the Integrated Assessment Models (IAMs) used to define the RCP scenarios, solid lines and plumes show results from CMIP5 
Earth System Models (ESMs, model mean, with one standard deviation shaded). (Bottom) Cumulative emissions for the historical period (1860–2005) and 21st century (defined in 
CMIP5 as 2006–2100) for historical estimates and RCP scenarios. Left bars are cumulative emissions from the IAMs, right bars are the CMIP5 ESMs multi-model mean estimate 
and dots denote individual ESM results. From the CMIP5 ESMs results, total carbon in the land-atmosphere–ocean system can be tracked and changes in this total must equal fossil 
fuel emissions to the system. Hence the compatible emissions are given by cumulative emissions = ΔCA + ΔCL + ΔCO , while emission rate = d/dt [CA +CL + CO], where CA, CL, CO 
are carbon stored in atmosphere, land and ocean respectively. Other sources and sinks of CO2 such as from volcanism, sedimentation or rock weathering, which are very small on 
centennial time scales are not considered here. {Box 6.4; Figure 6.25}

It is virtually certain that the increased storage of carbon by the ocean 
will increase acidification in the future, continuing the observed trends 
of the past decades. Ocean acidification in the surface ocean will 
follow atmospheric CO2 and it will also increase in the deep ocean as 
CO2  continues to penetrate the abyss. The CMIP5 models  consistently 
project worldwide increased ocean acidification to 2100 under all 

RCPs. The corresponding decrease in surface ocean pH by the end of 
21st century is 0.065 (0.06 to 0.07) for RCP2.6, 0.145 (0.14 to 0.15) 
for RCP4.5, 0.203 (0.20 to 0.21) for RCP6.0 and 0.31 (0.30 to 0.32) 
for RCP8.5 (CMIP5 model spread) (Figure TS.20). Surface waters are 
projected to become seasonally corrosive to aragonite in parts of the 
Arctic and in some coastal upwelling systems within a decade, and 



What	  do	  we	  mean	  by	  “responsible	  
innova)on”?	  

•  (How)	  can	  we	  steer	  the	  development	  of	  
science	  and	  technology	  so	  that	  it	  meets	  widely	  
shared	  societal	  goals?	  

•  An	  old	  idea	  –	  but	  every	  genera)on	  needs	  to	  
re-‐examine	  it	  in	  a	  new	  science	  and	  innova)on	  
policy	  context	  



What	  the	  concerned	  physics	  student	  
worried	  about	  in	  1981	  



“Responsible	  innova)on”	  now	  
•  A	  term	  of	  art	  in	  science	  policy	  discourse,	  e.g.	  	  
•  Owen,	  S)lgoe,	  Macnaghten	  (for	  EPSRC)	  
“A	  commitment	  to	  care	  for	  the	  future	  through	  collec9ve	  
stewardship	  of	  science	  and	  innova9on	  in	  the	  present”	  
•  Von	  Schomberg	  (for	  EU	  Framework	  Program)	  
“Responsible	  Research	  and	  Innova9on	  is	  a	  transparent,	  
interac9ve	  process	  by	  which	  societal	  actors	  and	  innovators	  
become	  mutually	  responsive	  to	  each	  other	  with	  a	  view	  to	  the	  
(ethical)	  acceptability,	  sustainability	  and	  societal	  desirability	  
of	  the	  innova9on	  process	  and	  its	  marketable	  products(	  in	  
order	  to	  allow	  a	  proper	  embedding	  of	  scien9fic	  and	  
technological	  advances	  in	  our	  society).”	  



Von	  Schomberg’s	  four	  signatures	  of	  
irresponsible	  innova)on	  

•  Technology	  push	  
– GMOs	  in	  Europe	  

•  Neglect	  of	  fundamental	  ethical	  principles	  
–  	  E-‐pa9ent	  records	  in	  the	  Netherlands	  

•  Policy	  Pull	  
– Security	  theatre	  

•  Lack	  of	  precau)onary	  measures	  and	  
technology	  foresight	  
–  Asbestos,	  hormones	  as	  growth	  promoters	  



Public	  engagement	  in	  responsible	  
innova)on	  

•  How	  do	  we	  know	  whether	  the	  goals	  of	  
innova)on	  are	  widely	  shared	  in	  society?	  
– Through	  the	  mechanisms	  of	  representa)ve	  
democracy	  

– Through	  the	  mechanisms	  of	  the	  market	  
– Through	  the	  direct	  engagement	  of	  publics	  in	  
delibera)ve	  processes	  



The rise of upstream engagement	


•  Public Understanding of 
Science – “Bodmer 
report”, 1985	


•  Lancaster critique of the 
“deficit model”, Brian 
Wynne	

	


2004 



“Nanoscale science: opportunities and 
uncertainties”���

Royal Society/Royal Academy of Engineering 
report, 2004	


Working group included:	

›  Scientists and engineers	

›  Social scientists and philosophers	

›  Representatives of NGOs	


 “a constructive and proactive debate 
about the future of nanotechnologies 
should be undertaken now – at a stage 
when it can inform key decisions about 
their development and before deeply 
entrenched or polarised positions 
appear.” 	


Royal Society report, 2004	




What problem was public engagement 
trying to solve ? 	


1.  Fear of an “anticipatory backlash”	

– The shadow of GM	

– Grey goo and “The future doesn’t need us”	


– Nanoparticle toxicity and the shadow of asbestos	




What problem was public engagement 
trying to solve?	


2.  Helping to make sounder decisions about 
highly interdisciplinary science in the context 
of societal needs	


3.  Keeping hold of the public value of science in 
the face of growing marketisation	


	




Small	  victories	  in	  nanotechnology	  
public	  engagement	  

People’s inquiry into nanotech:
Nanodialogues - EA + Demos, Sciencewise

•  It	  did	  influence	  funding	  policy	  
•  It	  did	  help	  us	  make	  beqer	  
decisions	  

•  Maybe	  it	  led	  to	  a	  richer	  public	  
dialogue	  

•  It	  certainly	  developed	  a	  cadre	  of	  
reflec)ve	  and	  socially	  engaged	  
nanoscien)sts	  

2005-‐2008:	  a	  variety	  of	  public	  
engagement	  processes	  around	  
nano,	  run	  by	  NGOs,	  government	  
and	  research	  councils	  



Why	  is	  responsible	  innova)on	  
difficult?	  

•  Because	  we	  don’t	  know	  the	  future	  
•  Can	  we	  be	  responsible	  in	  the	  way	  we	  think	  about	  
the	  future?	  
– No	  

•  Because	  the	  future	  is	  essen)ally	  pre-‐ordained	  (Technological	  
determinists)	  

•  Because	  of	  the	  radical	  limits	  to	  our	  knowledge	  (Hayekians)	  
–  Yes	  

•  Because	  we	  can	  ra)onally	  plan	  the	  outcomes	  we	  desire	  
(State	  planners)	  

•  Because	  we	  can	  reflexively	  adjust	  the	  process	  of	  innova)on	  
as	  it	  happens	  through	  a	  process	  of	  “an9cipa9on,	  reflec9on	  
and	  inclusive	  delibera9on”	  (Responsible	  innovators)	  



Collingridge’s	  control	  dilemma	  

•  When	  a	  technology	  is	  young	  enough	  to	  
influence	  its	  future	  trajectory,	  you	  can’t	  know	  
where	  it	  will	  lead	  

•  When	  a	  technology	  is	  mature	  enough	  for	  you	  
to	  have	  a	  good	  idea	  of	  its	  consequences,	  it’s	  
too	  late	  to	  change	  it	  –	  it’s	  locked-‐in	  



The	  Hayekian	  cri)que	  

•  Basic	  science	  provides	  a	  resource	  that	  
innovators	  can	  apply	  in	  ways	  unpredicted	  and	  
unpredictable	  by	  the	  science’s	  originators	  

•  Entrepreneurs	  make	  innova)ons	  and	  test	  
them	  in	  the	  market	  

•  The	  market	  –	  our	  most	  reliable	  device	  for	  
aggrega9ng	  informa9on	  distributed	  across	  
society	  –	  is	  the	  only	  way	  of	  assessing	  whether	  
innova)on	  is	  societally	  desirable	  	  



The	  “independent	  republic	  of	  science”	  

•  Michael	  Polanyi	  (Minerva	  1:54-‐74,	  1962)	  
“the	  pursuit	  of	  science	  by	  independent	  self-‐co-‐ordinated	  ini9a9ves	  assures	  the	  most	  efficient	  
possible	  organiza9on	  of	  scien9fic	  progress.	  And	  we	  may	  add,	  again,	  that	  any	  authority	  
which	  would	  undertake	  to	  direct	  the	  work	  of	  the	  scien9st	  centrally	  would	  bring	  the	  progress	  
of	  science	  virtually	  to	  a	  stands9ll.”	  
“You	  can	  kill	  or	  mu9late	  the	  advance	  of	  science,	  you	  cannot	  shape	  it.	  For	  it	  can	  advance	  only	  
by	  essen9ally	  unpredictable	  steps,	  pursuing	  problems	  of	  its	  own,	  and	  the	  prac9cal	  benefits	  
of	  these	  advances	  will	  be	  incidental	  and	  hence	  doubly	  unpredictable.”	  

•  Division	  of	  moral	  labour	  between	  basic	  science,	  who	  can’t/shouldn’t	  consider	  the	  
ethics	  of	  poten)al	  applica)ons,	  and	  applied	  scien)sts,	  who	  should	  

"Once	  the	  rockets	  are	  up,	  who	  cares	  where	  they	  come	  down	  
That's	  not	  my	  department,"	  says	  Wernher	  von	  Braun.	  	  	  
Tom	  Lehrer	  

•  Against	  the	  direc)on	  of	  science	  –	  by	  poli)cians,	  or	  by	  the	  public	  
•  Science	  as	  a	  Hayekian	  self-‐made	  order	  
•  A	  widely	  held	  view	  in	  the	  scien)fic	  community	  



Objec)ons	  to	  Hayekian	  views	  

•  How	  the	  votes	  are	  weighted	  
•  Naïve	  or	  disingenuous	  about	  power	  
•  How	  easy	  is	  it	  to	  manipulate	  people’s	  wants?	  
•  “	  (commercial)	  innova9on	  is	  not	  following	  their	  
needs;	  it	  is	  imagining	  their	  wants,	  fulfilling	  them	  
and	  leading	  them	  somewhere.”	  

Demos	  Nanodialogues	  
•  But	  people	  don’t	  know	  what	  they	  want	  un)l	  its	  

on	  offer	  
•  “If	  I	  had	  asked	  people	  what	  they	  wanted,	  they	  

would	  have	  said	  faster	  horses.”	  	  Henry	  Ford	  



The	  economics	  of	  innova)on	  

•  Classical	  economics	  tells	  us	  that	  it	  is	  hard	  for	  
an	  innovator	  to	  capture	  the	  full	  societal	  value	  
of	  an	  innova)on	  

•  Neoliberal	  economic	  policy	  recognises	  this	  
market	  failure,	  which	  it	  aqempts	  to	  correct	  
with	  supply-‐side	  measures	  
– “Intellectual	  property”	  law	  
– Support	  for	  basic	  science	  
– R&D	  tax	  credits	  



The	  liberalisa)on	  of	  energy	  markets	  
coincided	  with	  the	  shrinking	  of	  energy	  R&D	  

build on other studies in the 1990s that warned of low and
declining investment in energy sector R&D (Dooley, 1998;
Morgan and Tierney, 1998; Margolis and Kammen,
1999a,b). The scale of the energy economy, and the
diversity of potentially critical low-carbon technologies to
address climate change argue for a set of policies to
energize both the public and private sectors (Branscomb,
1993; Stokes, 1997), as well as strategies to catalyze
productive interactions between them (Mowery, 1998a,b)
in all stages of the innovation process.

These concerns however lie in stark contrast with recent
funding developments. Although the Bush administration
lists energy research as a ‘‘high-priority national need’’
(Marburger, 2004) and points to the energy bill passed in
the summer of 2005 as evidence of action, the 2005 federal
budget reduced energy R&D by 11% from 2004 (AAAS,
2004a). The American Association for the Advancement of
Science projects a decline in federal energy R&D of 18% by
2009 (AAAS, 2004b). Meanwhile, and arguably most
troubling, the lack of vision on energy is damaging the
business environment for existing and start-up energy
companies. Investments in energy R&D by U.S. companies
fell by 50% between 1991 and 2003. This rapid decline is
especially disturbing because commercial development is
arguably the critical step to turn laboratory research into
economically viable technologies and practices.1 In either
an era of declining energy budgets, or in a scenario where
economic or environmental needs justify a significant
increase in investments in energy research, quantitative
assessment tools, such as those developed and utilized here,
are needed.

This study consists of three parts: analysis of R&D
investment data, development of indicators of innovative
activity, and assessment of the feasibility of expanding to
much larger levels of R&D. We compiled time-series
records of investments in U.S. energy R&D (Fig. 1)
(Jefferson, 2001; Meeks, 2004; Wolfe, 2004). Complement-

ing the data on public sector expenditures, we developed
and make available here a database of private sector R&D
investments for fossil fuels, nuclear, renewables, and other
energy technologies.2 In addition, we use U.S. patent
classifications to evaluate the innovation resulting from
R&D investment in five emerging energy technologies. We
develop three methods for using patents to assess the
effectiveness of this investment: patenting intensity, highly
cited patents, and citations per patent. Finally, we compile
historical data on federal R&D programs and then assess
the economic effects of a large energy R&D program
relative to those.

2. Declining R&D investment throughout the energy sector

The U.S. invests about $1 billion less in energy R&D
today than it did a decade ago. This trend is remarkable,
first because the levels in the mid-1990s had already been
identified as dangerously low (Margolis and Kammen,
1999a,b), and second because, as our analysis indicates,3

the decline is pervasive—across almost every energy
technology category, in both the public and private sectors,
and at multiple stages in the innovation process, invest-
ment has been either been stagnant or declining (Fig. 2).
Moreover, the decline in investment in energy has occurred
while overall U.S. R&D has grown by 6% per year, and
federal R&D investments in health and defence have grown
by 10–15% per year, respectively (Fig. 3). As a result, the
percentage of all U.S. R&D invested in the energy sector
has declined from 10% in the 1980s to 2% today (Fig. 4).
Private sector investment activity is a key area for concern.
While in the 1980s and 1990s, the private and public sectors
each accounted for approximately half of the nation’s
investment in energy R&D, today the private sector makes
up only 24%. The recent decline in private sector funding
for energy R&D is particularly troubling because it has
historically exhibited less volatility than public funding—
private funding rose only moderately in the 1970s and was
stable in the 1980s; periods during which federal funding
increased by a factor of three and then dropped by half.
The lack of industry investment in each technology area
strongly suggests that the public sector needs to play a role
in not only increasing investment directly but also
correcting the market and regulatory obstacles that
discourage investment in new technology (Duke and
Kammen, 1999). The reduced inventive activity in energy
reaches back even to the earliest stages of the innovation
process, in universities where fundamental research and
training of new scientists occurs. For example, a recent
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Fig. 1. Energy R&D investment by public and private sectors. The
percentage of total R&D in the U.S. invested in energy technology has
fallen from 10 to 2%. These time series are derived from federal budgets
and from surveys of companies conducted by the National Science
Foundation.

1See the ‘‘valley of death’’ discussion in PCAST (1997). Report to
the President on Federal Energy Research and Development for the
Challenges of the Twenty-First Century. Washington, Office of the
President, Section 7–15.

2http://ist-socrates.berkeley.edu/!gnemet/RandD2006.html.
3We disaggregate energy R&D into its four major components: fossil

fuels, nuclear power, renewables and energy efficiency, and other energy
technologies (such as environmental programs). While public spending
can be disaggregated into more precise technological categories, this level
is used to provide consistent comparisons between the private and public
sectors. For individual years in which firm-level data is kept confidential,
averages of adjacent years are used.

G.F. Nemet, D.M. Kammen / Energy Policy 35 (2007) 746–755 747

Govt	  energy	  RD&D	  as	  
%	  of	  GDP	  

Public	  and	  private	  sector	  energy	  
R&D	  in	  the	  USA,	  constant	  $	  



What drives investment in innovation 
in neoliberal economies?	




Technoscience	  bubbles	  

•  Gisler/Sorneqe	  “social	  bubble”	  hypothesis	  
•  “strong	  social	  interac9ons	  between	  enthusias9c	  
supporters	  of	  the	  Human	  Genome	  Project	  weaved	  
a	  network	  of	  reinforcing	  feedbacks	  that	  led	  to	  a	  
widespread	  endorsement	  and	  extraordinary	  
commitment	  by	  those	  involved	  in	  the	  project,	  
beyond	  what	  would	  be	  ra9onalized	  by	  a	  standard	  
cost-‐benefit	  analysis	  in	  the	  presence	  of	  
extraordinary	  uncertain9es	  and	  risks.”	  	  

	   Exuberant	  innova.on:	  The	  Human	  Genome	  Project,	  Monika	  
Gisler,	  Didier	  Sorneqe	  and	  Ryan	  Woodard	  
hqp://arxiv.org/pdf/1003.2882v1.pdf	  



Spovng	  technoscience	  bubbles	  
•  Some	  genuinely	  interes)ng	  science	  
•  “We	  mustn’t	  be	  le]	  behind	  in	  this	  global	  race”	  

–  Techno-‐na)onalist	  appeals	  for	  special	  funding	  ini)a)ves	  
•  “It’s	  the	  next	  industrial	  revolu9on”	  

–  Foreshortened	  )melines	  to	  predicted	  transforma)onal	  
societal	  impacts	  

•  “It	  will	  be	  an	  n-‐billion	  dollar	  market”	  	  
–  Aqempts	  to	  inflate	  associated	  financial	  bubbles	  for	  
technology	  start-‐ups	  

•  “It	  could	  lead	  to	  the	  end	  of	  the	  world	  as	  we	  know	  it”	  
–  Specula)ve	  techno-‐ethics	  and	  existen)al	  risk	  discourse	  



1940-‐1980:	  the	  golden	  years	  of	  
technological	  progress	  

The turtle’s progress: Secular stagnation meets the headwinds

53

Figure 1 Annual growth rate of TFP for ten years preceding years shown, years 

ending in 1900 to 2012
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For decades, macroeconomists struggled to understand the post-1970 productivity 

growth slowdown. But in fact our entire generation has been asking the wrong question. 

Instead of wondering why there was a productivity growth slowdown after 1972, we 

should have asked: “Can we explain the productivity miracle that occurred in the US 

economy between 1920 and 1970?” While I join most analysts in preferring to compare 

productivity growth data between years when unemployment and utilisation were 

‘normal’, nevertheless it is interesting to look at the raw data for each of the 12 decades 

since 1890 (Figure 1). Any techno-optimist must look at this history with dismay. The 

future is not going to be better than the past, because the economy during 1920-70 

achieved growth in total factor productivity (TFP) of a different order of magnitude in 

these ‘green’ decades than during the ‘blue’ decades before 1920 and since 1970.6

6 Total factor productivity (TFP) is defined as a weighted average of the ratio of output to labour input and the ratio of 

output to capital input, where both types of input are adjusted for quality changes. The TFP data displayed in Figure 1 are 

derived from scratch in Chapter 10 of my forthcoming book (Gordon 2015). They combine labour and GDP data from 

the BEA, BLS, and Kendrick (1961), but they are also revised to change the concept of capital input to allow for variable 

retirement ages and to include certain types of government-financed capital input.

From	  The	  Turtle’s	  Progress:	  secular	  stagna)on	  meets	  the	  headwinds,	  R.J.	  Gordon	  2014	  
hqp://www.voxeu.org/content/secular-‐stagna)on-‐facts-‐causes-‐and-‐cures	  

growth	  rate	  of	  US	  total	  factor	  produc)vity	  (Solow	  residual)	  by	  decade	  



Are	  we	  in	  an	  age	  of	  technological	  
stagna)on?	  

•  “We	  wanted	  flying	  cars,	  instead	  we	  got	  140	  
characters.”	  Peter	  Thiel	  

•  Three	  realms	  of	  innova)on:	  
– Digital	  realm:	  innova)on	  is	  (rela)vely)	  easy	  
– Material	  realm:	  	  innova)on	  is	  harder	  
– Biological	  realm:	  innova)on	  is	  yet	  harder	  s)ll	  	  



What	  you	  need	  for	  innova)on	  in	  the	  
digital	  realm	  

•  “At	  one	  point	  the	  en9re	  early	  
Twi_er	  service	  was	  running	  on	  
Glass'	  laptop.	  ‘An	  IBM	  Thinkpad,’	  
Glass	  says,	  ‘Using	  a	  Verizon	  
wireless	  card.’”*	  

•  Crea)vity,	  a	  handful	  of	  engineers	  
and	  some	  low-‐cost	  hardware…	  

•  …and	  a	  huge	  pre-‐exis)ng	  material	  
base	  of	  hardware	  and	  so^ware,	  
developed	  in	  decades	  of	  public	  and	  
private	  research	  and	  development	  

*From	  “The	  Real	  History	  of	  Twiqer”,	  Nicholas	  
Carson,	  Business	  Insider	  2011	  



Material	  realm	  

•  Big	  advances	  in	  chemicals,	  materials,	  energy,	  
electronics	  need	  sustained,	  long-‐term	  
investment	  of	  capital	  and	  people	  –	  R&D	  

•  From	  1871	  –	  1991,	  mo)vated	  as	  much	  by	  
state	  power	  as	  economic	  growth	  

•  e.g.	  Haber-‐Bosch	  process:	  	  
– $100m	  1919	  prices,	  $1	  billion	  current	  money,	  $19	  
billion	  as	  share	  of	  economy,	  	  

– half	  from	  German	  government	  



Innova)on	  in	  the	  biological	  realm	  

Nature Reviews | Drug Discovery

b  Rate of decline over 10-year periods
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c  Adjusting for 5-year delay in spending impact
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FDA tightens
regulation
post-thalidomide

First wave of
biotechnology-
derived therapies

FDA clears backlog
following PDUFA
regulations plus small
bolus of HIV drugs 

The magnitude and duration of Eroom’s 
Law also suggests that a lot of the things that 
have been proposed to address the R&D pro-
ductivity problem are likely, at best, to have a 
weak effect. Suppose that we found that it cost 
80 times more in real terms to extract a tonne 
of coal from the ground today than it did 
60 years ago, despite improvements in mining  
machinery and in the ability of geologists 
to find coal deposits. We might expect coal 
industry experts and executives to provide 

explanations along the following lines: “The 
opencast deposits have been exhausted and 
the industry is left with thin seams that are 
a long way below the ground in areas that 
are prone to flooding and collapse.” Given 
this analysis, people could probably agree 
that continued investment would be justified 
by the realistic prospect of either massive 
improvements in mining technology or large 
rises in fuel prices. If neither was likely, it 
would make financial sense to do less digging.

However, readers of much of what has 
been written about R&D productivity in 
the drug industry might be left with the 
impression that Eroom’s Law can simply be 
reversed by strategies such as greater man-
agement attention to factors such as project 
costs and speed of implementation26, by 
reorganizing R&D structures into smaller 
focused units in some cases27 or larger units 
with superior economies of scale in others28, 
by outsourcing to lower-cost countries26,  
by adjusting management metrics and 
introducing R&D ‘performance score-
cards’29, or by somehow making scientists 
more ‘entrepreneurial’30,31. In our view, these 
changes might help at the margins but it 
feels as though most are not addressing  
the core of the productivity problem.

There have been serious attempts to 
describe the countervailing forces or to 
understand which improvements have been 
real and which have been illusory. However, 
such publications have been relatively 
rare. They include: the FDA’s ‘Critical Path 
Initiative’23; a series of prescient papers by 
Horrobin32–34, arguing that bottom-up  
science has been a disappointing distraction;  
an article by Ruffolo35 focused mainly on 
regulatory and organizational barriers;  
a history of the rise and fall of medical inno-
vation in the twentieth century by Le Fanu36; 
an analysis of the organizational challenges 
in biotechnology innovation by Pisano37; 
critiques by Young38 and by Hopkins et al.39, 
of the view that high-affinity binding of a 
single target by a lead compound is the best 
place from which to start the R&D process; 
an analysis by Pammolli et al.19, looking at 
changes in the mix of projects in ‘easy’ versus 
‘difficult’ therapeutic areas; some broad-
ranging work by Munos24; as well as a  
handful of other publications.

There is also a problem of scope. If we 
compare the analyses from the FDA23, 
Garnier27, Horrobin32–34, Ruffolo35, Le Fanu36, 
Pisano37, Young38 and Pammolli et al.19, there 
is limited overlap. In many cases, the differ-
ent sources blame none of the same counter-
vailing forces. This suggests that a more 
integrated explanation is required.

Seeking such an explanation is important 
because Eroom’s Law — if it holds — has 
very unpleasant consequences. Indeed, 
financial markets already appear to believe 
in Eroom’s Law, or something similar to it, 
and the impact is being seen in cost-cutting 
measures implemented by major drug com-
panies. Drug stock prices indicate that inves-
tors expect the financial returns on current 
and future R&D investments to be below 
the cost of capital at an industry level40, and 

(KIWTG���^ Eroom’s Law in pharmaceutical R&D. a�̂ �6JG�PWODGT�QH�PGY�FTWIU�CRRTQXGF�D[�VJG�75�
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Diagnosing	  the	  decline	  in	  pharmaceu9cal	  R&D	  efficiency,	  J.W.Scannell,	  et	  al	  
Nature	  Reviews	  Drug	  Discovery,	  11	  191	  (2012)	  

•  Organisms	  have	  agency	  of	  their	  own	  
•  In	  some	  important	  areas,	  innova)on	  is	  slowing	  down	  and	  

becoming	  unaffordable	  



Local	  op)misa)on	  vs	  technological	  
salta)ons	  

Smooth	  funnel	   Rugged	  landscape	  with	  hills	  and	  
traps	  

Ken	  Dill	  on	  protein	  folding	  
hqp://dillgroup.stonybrook.edu/#/landscapes	  

Bumpy	  funnel	  with	  uphills	  
•  To	  op)mise	  in	  a	  complex	  landscape,	  you	  

need	  to	  make	  big	  jumps	  –	  just	  rolling	  down	  
hill	  won’t	  do	  

•  Technological	  change	  needs	  big	  investments	  
of	  money	  and	  effort	  that	  the	  market’s	  local	  
op)misa)on	  won’t	  deliver	  	  



Local	  op)misa)on	  doesn’t	  op)mise	  
long-‐run	  growth	  

•  Not	  a	  new	  insight:	  
– “A	  system	  –	  any	  system,	  economic	  or	  otherwise	  –	  
that	  at	  every	  given	  point	  of	  9me	  fully	  u9lizes	  its	  
possibili9es	  to	  the	  best	  advantage	  may	  yet	  in	  the	  
long	  run	  be	  inferior	  to	  a	  system	  that	  does	  so	  at	  no	  
given	  point	  in	  9me,	  because	  the	  la_er’s	  failure	  to	  
do	  so	  may	  be	  a	  condi9on	  for	  the	  level	  or	  speed	  of	  
long-‐run	  performance”	  

Joseph	  Schumpeter,	  Capitalism,	  Socialism	  and	  Democracy	  



We	  need	  to	  get	  some	  Big	  Stuff	  Done	  

•  Decarbonising	  world	  energy	  economy,	  
adap)ng	  to	  the	  climate	  change	  we’re	  already	  
commiqed	  to,	  health	  and	  welfare	  of	  a	  growing	  
and	  ageing	  world	  popula)on	  

•  Hayekian	  neo-‐liberalism	  can’t	  do	  it	  
•  Back	  to	  a	  cold	  war?	  
•  Leave	  it	  to	  the	  whims	  of	  oligarchs?	  
•  Responsibly	  directed,	  large	  scale,	  collec)ve	  
innova)on	  needed!	  



Many	  dimensions	  of	  responsibility	  
•  Responsible	  prac)se	  of	  science	  
•  Responsibility	  about	  poten)al	  consequences	  –	  
health,	  environmental	  etc	  

•  Responsibility	  about	  visions	  of	  the	  future	  
•  Responsibility	  about	  the	  real	  issues	  socie)es	  face	  
and	  what	  appropriate	  responses	  might	  be	  

•  Responsible	  salesmanship	  
–  To	  governments	  and	  funding	  agencies	  
–  To	  investors	  
–  To	  the	  public	  



Responsible	  innova)on	  and	  
irresponsible	  stagna)on	  

•  It’s	  irresponsible	  to	  innovate	  without	  a	  
reflexive	  process	  of	  alignment	  with	  widely	  
held	  societal	  priori)es	  

•  But	  it’s	  irresponsible	  not	  to	  innovate	  in	  the	  
face	  of	  pressing	  societal	  challenges	  

•  It’s	  not	  obvious	  to	  me	  that	  our	  poli)cal	  
economy	  is	  op)mal	  on	  either	  front	  


